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1 Introduction

Oscillation belongs to the range of qualitative properties analysis. In the last few decades, research for
oscillation of various equations including differential equations, difference equations has been a hot topic
in the literature, and much effort has been done to establish new oscillatory criteria for these equations
so far (for example, see [1-12], and the references therein).

In this paper, we present some applications for oscillation of some fractional differential and differ-
ence equations with damping term, where the fractional derivative is defined as the conformable fractional
derivative [13]. These fractional differential and difference equations are special cases of the following
conformable fractional dynamic equation with damping term on time scales:

(a(®)[r()a ) ()]@) @) 4p(t)[r(8)2*) ()] +q(t)z(t) = 0, t € To, (L.1)
where v € (0, 1], T is an arbitrary time scale, To = [tg,00) (T, to > 0, a, 7, p, ¢ € Cpq(To,R4). For the
e,E(Sa tO)

sake of convenience, denote 01 (t,t;) = fti WAO‘S, where p(t) = t*'p(t).

2 Applications

Based on the obtained results in [14, 15], we will present some applications for the established results
above.

2.1 Fractional differential equation

First we consider the following fractional differential equation with damping term:
(V22 (1)) 173 22D ()@ + ¢t 32(t) = 0, t € [2,00). (2.1)

Related to (1.1), one has T = R, a = %, a(t) = Vt, pt) = t_g, q(t) = t_%, p(t) = t_%p(t) =
1

t3, r(t) =t"2, tg = 2. So u(t) = o(t) — t = 0, which means —g € Ry. Thene 5(t,tg) =e 5(t,2) =

exp(— Qt ];Egds). Moreover,

e
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1> exp(— 5553“) >1- ;ﬁzgds:l—f;s_;ds:l—%%t_g _2—2] > %

So one can deduce that

and

« R
ho 7527 = o 75y
Furthermore, one has

e

< =
fto r(& fé a(r

=i sﬂ[@ JE (=

= [T “\ﬁ e _} ds)dr)d¢

>3 U Lyds)drlde = 5f2 e Bydrlae = 3L %d{: 0.
On the other hand, for a sufficiently large to, we have

e_5(s:t0) e_z(s,to)
51<t,t2):ftt2 ZL(TA S_fttz t&( s LAg

, €_(s;to)

= o o

So there exists a sufficiently large t3 > to such that 1 (¢,t2) > 1 for ¢ € [t3, 00).
Setting ¢(t) =t, p(t) =0 in [14, (2.9)], one can obtain that

220 11 2
Jelote) ey~ asyo (e s > i = s = i s = 0 (0 o0)

)

s lds > %fé %ds — 00 (t = 00).

From the analysis above one can see [14, (2.6)-(2.9)] all hold. So it follows from [14, Corollary 2.2]
that every solution of Eq. (2.1) is oscillatory or tends to zero.

2.2 Fractional difference equation
Next we consider the followmg fractional difference equation:

ACVIAD [ 2 AR 2 ()}t 3 AD [ 2 A@ () +t 3 2(t) = 0, t € [2,00)z, (2.2)
where A(2) denotes the fractional difference operator of order %

Related to (1.1), one has T = Z, o = %, a(t) = Vt, p(t) =t 2, q(t) = s, p(t) = t_%p(t) =
=3, r(t) =t 2, to = 2. Then u(t) = o(t) —t = 1, and
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(t)
t

=

1— p(t) :1—t—%zl—t—321—2—13>0,

S
—~
SN—]

which means —g € M. So according to [16, Lemma 2] one can obtain that

-~

I~y t—1
e_p(t:to) =e_5(t2) > 1~ ;%Asz 1— [l 3As=1— 223—5

11 5
2171'5 52d5—1+5[(t*1)2*1]>%)
and
e p(t to) < exp(— E ;As)
To use [14, Corollary 2.3], one needs to verify [14, (2.10)-(2.13)]. To this end, one has
o € _5(s,to) w € 5(s,2) ~ € 5(s,2) 00
~a o=l — “a ga—1 — 4 >3y 1 = 00,
s:Zto a(s) 522 a(s) S;Q 5 5 822 o
and
< 1 a—1 -
——S = 1 = o0.
RO
Furthermore,
0o ¢a—1 oo B t) 00 a—1 © ca—1 oo e N(T 2) 00 a—1
et =,y fr(nio a(s)s ¢ o1 2T a(s)s
o T Zeneriw)! T Ehe s em Skt
35l s~ 1 3yl 1 35 v 1
SEYEAY s3SEd =85S L
552::2[72:35 Ts;- 5 ] 552::2[72::5 Ts;r s(s+1) ] 552::272:35 2
355 1 351
>F =00
5 52:3225 T(r+1) 9 522 I3
So [14, (2.10)-(2.12)] hold. Moreover, since for a sufficiently large ts, it holds that
t—1 6_:(S,t0) t—1
Si(t,te) = 3, —o——s0 153 7 1 o0 (1 00),
s=to CL(S) s=to

then there exists t3 > to such that §;(t,t2) > 1 for ¢t € [t3,00)z. If we let ¢(t) = t, ¢(t) = 0 in
[14, (2.13)], then one can obtain that
t—1

S 22 — $(5))?r(s t=
sgg[q(s)e_ﬁ(f(j)l,to) = (Qbil(;(i)(lﬁ(s,?g() A )]Sail > S;IB( - ﬁ) 5223 435 — 00 (t — 00).

So [14, (2.13)] also holds. After an application of [14, Corollary 2.3] one can see that every solution
of Eq. (2.2) is oscillatory or tends to zero.

W=

2.3 Fractional ¢— difference equation

Finally we consider the followmg fractional g— difference equation:
A {OSAB[=0AAR z()]} 4424 A 04 AR 2 (8)] 441 52(t) = 0, ¢ € [8, 00) 42, (2.3)

where A(2) denotes the fractional difference operator of order %, 5> 2.

Related to (1.1), one has T = %, a = %, a(t) =120 p(t) =724, qt) =716, p(t) =t %p(t) =
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o(t) —t =1t(8 — 1), and considering ¢ > /3, one has
1 _ -8+l

- uB =18 -V =1- -V =1- 8-k =T

D e M. So we obtain

which means —¢
1 Ao t? - 5‘2
e_g(t,to) e g(t,ﬁ)zl—f A _1—fﬁ 34As>1—f s—gAs_l—(ﬁ— 1) 5T
_ @Dt 11— 1 o1 __p
a 1-p72 T1-pZ 2282 2(F 1)
and
e 5(t,to) <exp(— f E gAs)
Now we verify the following conditions:
oo €8 (5:%0) o €_5(5,5) € (s ) -
i 2(78)Aa8:ff3 0 Sl As = [0 —a—As > 2(ﬁ§ 5o tas =
and
ftzoﬁ @ :ftoo%s“_lAs: tzolAs:oo.
Furthermore,
e_z(7,to) oo
ftz (€ fg aa fq- e 2 q;fs)?to)Aas)AaT]Aaf
50 por oo Lo e_E?T,to) oo ()a—l
= [ &7 f Y a(7) J; qu(sgis)’to)As)AT]A{
o o o €_§(T,ﬁ) . q(s Sa—l
e g o = ) ag(d%)“mﬂ&
2
>2(5§3 UG S%AS)AT}A§> g IrUEG S SU(S)A 5)ATIAE
2
= s iU Glgimarlag [T B ArIne > g [T oAl
2
= oy S $AE = oo

L0, et I s o)

1(t,t2) ftQ a ) 5§ = t’; Wsa*1A3 > 203 t0 3
So there exists t3 > ta such that 61(t,t2) > 1 for t € [t3,00),z.
To use [15, Theorem 2.2], let m =1, ¢(t) =t, ¢(t) =0 in [15, (2.4)], and one has
¢(s) (6')(5))°r(5); pa
i s =5y Ul = 99000770y ~ Somn(e.ta) )
¢(s) 8272 (¢2(5))%r(8)1 jam
= i s gy Unl = 9000 (o7 ~ a2 )

a
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t 3(t—t
A ) =

> hm sup ftg 45 3 As= hm sup

I

which means [15, ( 4)] also holds, and by [15, Theorem 2.2] one can deduce that every solution of

Eq.

3

(2.3) is oscillatory or tends to zero.

Conclusions

In this paper, we have presented some applications for the oscillation criteria for certain fractional dif-
ferential equations, fractional difference equations and fractional g— difference equations. The validity of

the

established results are illustrated by three corresponding examples.
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