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Abstract: A generalized estimator representing a class of estimators using auxiliary information in the
form of mean and variance is proposed. The expression for bias and mean square error are found
and it is shown that the proposed generalized class of estimator is more efficient than few of the

estimators available in the literature. An empirical study is also included as an illustration.
Keywords: Auxiliary information, Bias, Mean square error and Taylor's Series Expansion.

1. Introduction

It is well known that the use of auxiliary information in sample surveys results in substantial
improvement in the precision of the population parameters. By using the auxiliary information in the
different forms, estimators for population parameters mainly population mean and variance are
studied and are available in the literature.

Consider a finite population U with N units (U1, Uz, . . ., Un ) for each of which the information is
available on auxiliary variable X, Y being the study variable.

Let us denote by

- 1 N
Y= NZYi = population mean of study variable Y
i1
_ 1 QN
X = WZ X, = population mean of auxiliary variable X
i=1l
2 1 N —\2
Sy = N_1 Z(Yi —Y) = population variance of study variable Y
_14
2 1 N —\2
Sy = mZ(Xi - X) = population variance of auxiliary variable X and
-1

=300 9) (- X)'

i=1

Also, let a sample of size n be drawn with simple random sample without replacement to estimate the

population variance of the study variable Y.
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-1
Let y=— Z Yi = sample mean of study variable Y
A
- 1
X==)> X = sample mean of auxiliary variable X
)
1 n
2 =\?2 . .
Sy = n (yi - y) = sample variance of study variable Y
14
2 3 2
Sy = n— (Xi - )_() = sample variance of auxiliary variable X.
~14

For simplicity, we assume that N is large enough as compared to n so that the finite population

correction terms are ignored.

In order to have an estimate of population variance of the study variable Y, assuming the knowledge

of mean and variance of auxiliary character X, the proposed generalized class of estimator is
) o o o o2
dgze—g(y,X)'g(y,Sx) (1.1)

A1 o
where 6= HZ y’ and g (y, X) is a bounded function of (Y , X) satisfying the validity conditions
=)

of Taylor’s series expansion is a bounded function of (Y ) X) such that

o oV, X)=Y 1.2)

(ii) first order partial differential coefficient of g ()7, )_() with respectto Y at (Y ) X) is unity, that

is
0 (oo
0o = v (v.%) =1 (1.3)
y (%)
(iii) second order partial differential coefficient of ()7, )_() with respectto Y at (V,Y) is zero,
that is
52
Qoo =| == g(V, )_() =0 (1.4)

y (7]
and ¢ ()_/,Si) is also a bounded function of (Y_, 5)2() satisfying the validity conditions of Taylor’s

series expansion is a bounded function of (Y ) Si ) such that

0 olV,S2)=Y (L5)
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first order partial differential coefficient of { ()_/,Si) with respect to Yy at (Y_, S)z() iS unity,

that is

go*{ ¢ 9()7,85)] =1 (1.6)

oy 7.1)

second order partial differential coefficient of J ()7, Sf) with respectto Y at (Y_, S)Z( ) is zero,

that is
2

goo*: F ()7,55) =0 (1.7)
y (7.7)

2. Bias and Mean Square Error of the Proposed Estimator
In order to obtain bias and mean square error, let us denote by

y=Y+e,

=X +¢

x|

s> =S% +e,

R 1 N ~ 1 n
6=0+e,  where QZWZYiZ and 9=szi2 (2.1)

i=1

with  E(€)=E(€))=E(€,)=E(E3)=0 (2.2)

) o

2
2

Ele})= =

(,82 _1)

1 _ _
E(e32): H(ﬂm +4Y 1y, +4Y ’ Hyo — /‘202)
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1 _
E(eoes ) = H (50 +2Y 11)

1 _
E(eleS ) = H (t +2Y 111,)

1 _
E(eze3 ) = H (thoy +2Y 5 = popfny) (2.3)

Now expanding t, = g(y, X) in (1.1) in the third order Taylor's series about the point T, =<Y_, )?) we
have

t =0l X)+ (7Yoo + (0= XJo, + 245 ~¥F 000 + (- XF g1, + 207~ ¥)& - X

E {(v—v->3_+<x-z>i}3g<y*, <)

3! oy ox

where J,. g are already defined earlier and

g, = [% 9(v, >‘<)]

T

2

— (v, i)}

gll = a_z

T

X*:Y+h(>‘<—i) for 0<h<1.

Now using the conditions given in (1.2) to (1.4) and (2.1), we have to the first degree of approximation

— 1
t, =Y +e, +€0, + 5{ e’g,, + +2e0elgm} (2.4)

Also expanding t, = g(y, sf) in the third order Taylor's series about the point T2 :(Y_,S)Z( ) we
have

t,=g(r,s2)+(y-¥)g, +(s? -s2)g,
2 *

+%{(7—7) Yoo +( f _S>2<)2922* + Z(V_VX%% —S>2< )2902*}
1 D a1° .
2 N2 652 ol
where go* , goo* are already defined earlier and

9, ={ ° (V,Sf))

o570

Tz
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" 0?2 _
Oor =[ o g(vaf)J

and y*=\7+k(y—\7)

52 :S§+k(sf—8§) for 0<k<1.

Now using the conditions given in (1.5) to (1.7) and (2.1), we have to the first degree of approximation
- * 1 2 * *
t, =Y +e, +€,0, +§ e,0, ++2€,e,04 (2.5)
Now using (2.4) and (2.5) in (1.1), we have to the first degree of approximation

A — 1
dg =0 - |:Y +€, +6,0; +E{ e12911 ++2e0e1g01}]

_ . 1 . N
{Y"‘eo"'ezgz +E{e§gzz ++Zeoezgoz }}

dg = (‘9"'63)_Y_2 _2Y_eo _elle__e2g2*Y_ —€,6,0, _eoezgz* _e1e2g192* _e02

Y Y " .
_E{ e12911 + 2eoe1go1}_§{ 922922 + 2eoezgoz }

2 7 va 52 * * 2
dg —oy =€; —2Ye;, —e,0,Y —€,0, Y —€,6,0, —€,e,9, —€€,0,0, —€,

Y Y . .
_5{ e12911 + 26061901}_5{ e22922 + 2eoezgoz } (2.6)

Now taking expectation on both the sides of (2.6), the bias in dg to the first degree of approximation
is given by

Bias in (dg) = E(dg —O'Yz)

= E( es) - ZY_E(eo )_ E(el)le_ - E(ez )g 2*Y_ _E(eOel)gl - E(eoez )gz*

~E(e€,)0.0, - E(eoz)—%{ E(e? g, + +2E(es€, )gos

Y « .
—E{E(ezz)g22 ++2E(ey8, )05, }
using values of the expectation given in (2.2) to (2.3), we have
My Hay Hp = Hos *
Biasin (d ) =-22_lg 12 0
ias in ( g) " 0 g 0 J, 0 0.9,
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v ; . .
——{%911"‘2%901"‘#: (ﬂz _1)922 +2%goz} (2.7)

Now squaring (2.6) on both the sides and then taking expectation, the mean square error to the first
degree of approximation is given by

MSE (dg): E(dg ~o2f

E(e3 ~2Ye, -Ye,0, —\7ezg;)2

= E(2)+4Y?E(e? )+ Y2g2E(e? )+ Y 297 E(e?)-4VE(e,e,) -2V, E(e,e, )
~2Yg;E(e,e,) +4Y *g,E(ee, )+ 4Y *g;E(ece, ) +2Y 9,0;E(ece, )

using values of the expectation given in (2.2) and (2.3), we have

MSE (dg ): %(ﬂm""w_ﬂso +4Y_2,U20 —,L1220)+4Y_2 %"' Y 2912 &"' Y 922 ﬂ?lz (ﬂz _1)
1
—4Y = (ﬂso +2Y,uzo) 2Y91 (,u21+2Y,u11) 2Ygz (ﬂzz +2Y,U12 ﬂozﬂzo)

+4Y?2g, ”11+4Y 92”12+2Y glg2

1 _
= H(ﬂm_ﬂzzo)"' Y 2g12 ,uoz + Y 922 luf]z (:Bz _1)_ 2Ygl%

—2Y92 ,uzz n 2Yg ﬂ02ﬂ20+2Y glgz ,uo3

—MSE + [Y HooOs = 2Y 11,0, + Y % (ﬂz _1)922

+ 2Y_(:u02:uzo _ﬂzz)g; + 2Y_2ﬂ03919£] : (2.8)

For minimizing (2.8) in two unknowns (; and g;, the normal equations after differentiating (2.8)

partially with respect to {; and g; are
Y 1oy 91 +Y 139, — 1y =0 (2.9)

Y_ﬂosg1 +Y_ﬂ022 (ﬁz _1)92 + (luozluzo - ﬂzz): 0 - (2.10)

Solving (2.9) and (2.10) for J; and g; , We get the minimizing optimum values to be

g, = ﬂuﬂozz (:B_z _1)"':“03(#02;’”20 _'u22) and (2.11)
Y (ﬁz - B _1)/Joz
g; __ Malos + Lo, (ﬂozﬂzo _:uzz) (2.12)

Y_( » — P _1)/1032
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_ 1 2

Y 2,Uozgl2 = (;Bz B, _1)2 ,U(?z {,U211u022(132 _1)"‘ ,U03(,U02,U20 —Hy )} (2.13)

_ . -1

Y 2,Uoz2 (ﬂz _1)9 22 = (,Bz _(ﬁi _1;2 ,ng {ﬂzlﬂos + Hy; (/Uoz,uzo —Hy )}2 (2.14)
2Y_2,U03

6 {/l21/1022 (B, = 1)+ g (#3120 — 2 )}

and ZY_Zﬂosglg; ===
Y 2(132 -5 _1)2 Hop

{l‘21ﬂ03 + Uy, (,Uozluzo —Hy )} (2.15)
on adding (2.13), (2.14) and (2.15), we get

Y_Z/’l02912 "‘Y_Z/Joz2 (132 _1)922 + 2Y_2,anglg;

1 2
=£a + 2 [(ﬂozluzo — M )"‘ /J21(/J02 )% 71] (2.16)

Hoa (:Bz -p - 1):“02

241y
(132 - B _l)luoz

also  —2Ypy,0, =— 3 {Unluozz (ﬁz - 1) T Hos (,uoz,uzo — Ha )} (2.17)

_ .2 _
and 2Y (ﬂozﬂzo —Hy )gz == (ﬂ(ﬂozgzo 1;:122)3
2 P11 02

{ﬂu,uos + Uy, (,Uoz,uzo — Hy )} (2.18)

on adding (2.17) and (2.18), we get

- 2Y_ﬂ2191 - ZY_(,Uozluzo — Hap )g;
-9 #212 _ 2

2
H (/3 B 1),“ ? [(ﬂOZﬂZO B )+ ﬂzl(ﬂoz )% 7/1] (2.19)
02 2 7 P17 o2

putting (2.16) and (2.19) in (2.8), we get

2 2 2
Ha Ha HopHyo — Hap I
d,) = Z) - - -+ 2 _
MoE ( ’ )mm VeE (Sy) N Ly, n(ﬂz - p _1),%22 [ Hy  Hy (ﬂOZ) 71j (220

3. Efficiency Comparison with the Available Estimators
For comparing the efficiency of the proposed generalized estimator, let us consider the following

(i) Usual Conventional unbiased Estimator of Population Variance in case of SRSWOR

,=si = L3y -y with MSE(dl):%(ym i) 3.1

from (3.1) and (2.20), it is clear that the proposed generalized class of estimator has mean
square error lesser than the usual conventional unbiased estimator.
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(i) Estimator of Population Variance given by Peeyush Misra and R. Karan Singh

Y A A

d2 :6’—)7f(y,)_() and d3 :éf(u)_yz

2
:% (/U4o _/1202 )_ :]l:)z

from (3.2) and (2.20), it is clear that the proposed generalized class of estimator has mean
square error lesser than the mean square error of the estimator of population variance given
by Peeyush Misra and R. Karan Singh.

with MSE (d, ) =MsE(d, )

(3.2)

4, Empirical Study
For comparing efficiency of the proposed generalized class of estimator, let us consider the
data given in, William G. Cochran (1977), Sampling Technigues, 3" Edition, John Wiley and
Sons, New York, dealing with Paralytic Polio Cases ‘Placebo’ (Y) group, Paralytic Polio Cases

in not inoculated group (X), we have

N =34

Y =258
X =8370.6
L0 =9.8894

L30 = 47.015235
LL40 = 421.96088
Ly, = 93.464705 x 10°
L4, = 19.34352945 x 10°
Loy = 7.1865882 x 107
o3 = 1.4510955 x 102
Loy = 4.5961952 x 1016
[y, = 3.443287 x 108
Ly, = 3.0156658 x 10°.
We have MSE(d, ) = 9.534136695.
MSE(d, ) = MSE(d, ) = 5.958092179.

MSE(d, ) = 5.512540843.
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Table 4.1: PRE of the Proposed Estimator over the Estimators Described Above

PRE of the Proposed Estimator over the Estimators PRE
. . q 172.95
PRE of the Proposed Estimator d g over the Estimator dl
100.09

PRE of the Proposed Estimator dg over the Estimator d2 or d 3

5.

Conclusion

The comparative study and empirical study of the proposed generalized sampling estimator of
population variance establishes its superiority in the sense of having minimum mean square error
over the usual conventional unbiased estimator of population variance in case of SRSWOR and the
estimator of population variance given by Peeyush Misra and R. Karan Singh.
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