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Abstract 

Image categorization is one of the critical 

performances in sensing the crops from slightly 

sensed data as planning of crops is a composite 

activity which in turn is an main parameter for design 

and managing of irrigation facility area. categorized 

remotely sensed data into a thematic map remains a 

challenge because many factors, such as the 

complexity of the landscape in a study area, selected 

distantly sensed data, and image-processing and 

organization approaches, may affect the success of a 

classification. 

INTRODUCTION 

Mapping of usual vegetation, as well as that 

of natural resources, is a complex activity. The 

accessibility of remotely sensed images and the 

advances in digital processing and analysis 

techniques have information about the type, 

condition, area[14], and the development of farmed 

crops. Remote Detecting plays a major role for crop 

classification, crop strength and yield valuation. 

Exact classification outcome are essential for 

analyses provide basis for deciding and implementing 

policies and plans for organization of regional and 

global scale and also required for valuing crop water 

constraint for irrigation purpose. Supervised and 

unsupervised classifications have been used in 

common remote sensing[5]. Hard classification 

techniques rely on classical set theory in transfer 

pixels into discrete classes based on training sites and 

some determined criteria[24]. 

 The classification of slightly sensed 

imagery relies on the expectations that the study area 

is composed of a number of unique[15], internally 

homogeneous classes and analysis based on 

reflectance data can be used to identify these unique 

classes with the aid of ground data[6]. However, the 

assumptions are often not valid in areas with 

important fuzziness[7]. Fuzziness occurs due to the 

presence of mixed pixels which are not completely 

occupied by a single, equal category. This problem 

has led to the concepts of soft[25] categorization 

techniques like fuzzy categorization, sub-pixel 

organization. Conventional classification methods 

such as maximum possibility classification are often 

incapable of performing satisfactorily in the presence 

of mixed pixels[9]. Fuzzy logic attempts to identify 

the problem by applying different types of fuzzy 

logic[13]. 

IMAGE CLASSIFICATION 

A Crop Classification 

Vegetation organization is the most important thing 

to separate vegetated from non-vegetated regions or 

forested from open lands. Such distinctions can have 

the importance in some contexts, especially when 

data are aggregated over large areas[11]. Among the 

vegetation crop-classification is the important part 

because in many location crops are usually observed 

planted in Uniform district fields with a single crop to 

a field[4]. 

B Image Classification  

The Remote-sensing classification is a 

difficult process and requires deliberation of many 

factors[21]. The image classification may include 

determination of a suitable system[26], selection of 

training samples, image pre-processing and feature 

extraction, and selection of suitable organization 

approaches, post-classification processing, and 

accuracy assessment. In the image classification 

approaches can be grouped as supervised, non 

supervised, hard and soft (fuzzy) classification, per-

pixel, sub pixel, and per field. Based on the output, it 

is a definitive decision about land cover and the 

classifiers are of two types, hard classifiers and soft 

classifiers[23]. This section focuses on the several 

image organization techniques[13]. 
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 Hard classifiers make a decision about the 

land cover class that each pixel is allocated to a 

single class. The area estimation by hard organization 

may produce big errors, specially from grainy spatial 

resolution data due to the varied pixel problem. Most 

of the classifiers, such as supreme likelihood, 

minimum distance, decision tree etc[15]. are 

basically hard classifiers[18]. 

D Unsupervised Classification  

It can be defined as the identification of 

natural groups, or structures, within multispectral 

data. The view of the survival of natural, natural 

groupings of spectral values inside a scene may not 

be spontaneously obvious[18], but it can be 

demonstrated that distantly sensed images are usually 

composed of spectral classes that are reasonably 

identical inside in respect to intensity in several 

spectral channels. The algorithm identifies clusters or 

groups of these similar data and the expert identifies 

the individual clusters[2].  

E Supervised Classification  

In this type of organization the image expert 

"organizes" the pixel classification process is 

specified the computer algorithm, its descriptors of 

the range of land wrap types present in a scene. 

Representative model sites of known cover types, 

called training areas, are used to compile a numerical 

"explanation vital"[1]. Each pixel in the data set is 

then compared to each distinct in the explanation key 

and labeled with the name of category it looks most 

similar. 

F Grey-fuzzy logic 

 In GRA, each response is classified as 

either lower or higher or nominal quality 

characteristics and the results will be shows some 

level of uncertainty. This ambiguity can be 

effectively inspected by using fuzzy-logic method. 

Thus difficult multi-objective [12]optimized problem 

can be solved by integrate GRA and fuzzy-logic 

methods. Fuzzy-logic includes association functions, 

fuzzy rule based systems, reading the engine and 

defuzzifier. In this analysis, the fuzzifier uses 

association functions to fuzzify the grey fuzzy logic, 

and it comprises the degree of uncertainty and 

difficulties with respect to performances 

characteristic. The inference engine works fuzzy 

reasoning to generate a fuzzy value. Finally, the 

defuzzifier changes fuzzy value into single multi 

shows its characteristics. 

G Steps for grey-fuzzy-logic method  

The steps of grey-fuzzy-logic method are : 

1.The experimental values are normalized in the 

range[22]. 2.  GRC of each response is calculated. 3. 

Then fuzzy-logic system is applied to the fuzzifier 

uses the membership functions to fuzzify GRC of 

each presentation characteristic. 4. Fuzzy rules (if-

then control rules) are made and finally defuzzifier 

converts fuzzy predicted value[20]. 5. Optimal 

setting of machining limits with the help of main 

effect plots for fuzzy logic is finally estimated[17]. 

 

 

IJRDO - Journal of Computer Science and Engineering ISSN: 2456-1843

Volume-1 | Issue-11 | November, 2016 | Paper-3 17 



 
 

 
 

  

JOURNAL OF COMPUTER SCIENCE AND ENGINEERING 

 

(a) original image                                 (b) fused image 

1. General imaging inspection process 

 

Step 1 Acquire an image  

  Step 2 pre-processing of image. 

Step 3 segmenting the image 

Step 4 Object extraction of an image 

Step 5 Detection of possible faults  

Step 6 Image acceptance or rejectance 

2. CONCLUSIONS  

The current research work uses fusion 

optimization method using GRA and fuzzy-logic 

method for simultaneously improving multiple 

performance characteristics of surface honesty. Based 

on the above experimental investigation as well as 

analysis, the following conclusions are presented:  

1) ANOVA results demonstrated that the 

pulse-on time is the most substantial limitation 

followed by release existing, whereas tool work time 

and tool lift time do not significantly affect the multi-

performance characteristics of exterior reliability[12]. 

2) The fusion practice of grey-fuzzy logic 

method shared with RSM-based investigational 

design has a good potential to do away with the 

arduous task of multiple criteria optimization by 

converting the data into a single GFRG and hence 

can be effectively used in augmenting the process 

limitations in order to complete minimum aspects of 

exterior reliability. 
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