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Abstract— In this paper, the comparison is done among the most commonly used tree data 

structures i.e. B-trees and binary trees. This comparison is made among all the variants of these 

trees on the basis of various operations done over them like creation, insertion, deletion, and 

searching. The steps needed for these operations are counted and compared. This study can 

help us to find out easily that which tree data structure can be used in an application to make it 

efficient.  
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1. INTRODUCTION 
Now a day computer plays a very important role in human life. In almost every application 

computer needs to store and process the information. For this purpose certain criterion is 

needed using which the information can be stored and processed efficiently. That is why the 

term data structure came into existence. Data structure is in fact a generalized term that 

represents various methods that can be used to store and retrieve information. In this paper the 

focus is on the study of one such data structure called tree structure and various advances in 

this structure. Here also a comparison among the various tree structures is made to find out the 

best one suited for different applications. 

 

1.1  Data structure  

What actually computers do? A very simple answer to this question is that computer stores data, 

process it and reproduces it as information as and when required. Representation of data should 

be in a proper format so that accurate information can be produced at high speed.  

 

In computer science, a data structure is a way of storing data in a computer so that it 

can be used efficiently. A well-designed data structure allows a variety of critical operations to 

be performed, using as few resources, both execution time and memory space, as possible. 

Data structures are implemented in a programming language as data types and the references 

and operations they provide [1][2]). Based on their characteristics data structure can be 

classified as follows. 

1. Base data structure 

2. Linear data structure 

3. Non-linear or hierarchical data structure 

1.1.1  Base data structure 

The data structure that can be used as a base to other large data structures is called base data 

structure. It can also be called data type in term of programming languages. 

1.1.2 Linear data structure 

Any data structure which organizes the data elements one after the other is a linear data 

structure. The elements of a linear data structure form a sequence or a linear list [3]. 

1.1.3  Non- linear or hierarchical data structure 

A data structure is said to be non-linear or hierarchical if its elements doesn’t form a sequence 

or a linear list, instead the structure looks hierarchical [4]. We are concerned with this type of 

data structure as Tree Structure belongs to this type. 

From all the above discussion we can draw the hierarchical structure of the data structure 

family as shown below. 
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Fig. 1.1 The Hierarchical Structure Representing the Data Structure Family 

 

2.  Tree Data Structure 

In computer science, a tree is a widely-used data structure that emulates a tree structure with a 

set of linked nodes [5]. The tree structure consists of nodes. The topmost node is called root 

node (node without parent), the nodes at the end of the tree are called leaf nodes (nodes without 

child), and other nodes are internal nodes. 

Common operations that can be performed on any tree data structure are:   Enumerating all 

the items, searching for an item, adding a new item at a certain position on the tree, deleting an 

item, removing a whole section of a tree (called pruning), adding a whole section to a tree 

(called grafting), finding the root for any node  

Common uses: manipulate hierarchical data, make information easy to search, manipulate 

sorted lists of data 

2.1  Classification 

Tree data structure can be classified into various categories, out of which the most commonly 

used are: 

1. B-Tree data structure 

2. Binary tree data structure 

2.1.1 B-Tree data structure- In computer science, a B-tree is a tree data structure that 

keeps data sorted and allows searches, insertions, and deletions in logarithmic amortized time. 

It is most commonly used in databases and file systems [6]. In B-trees, internal nodes can have 

a variable number of child nodes within some pre-defined range. When data is inserted or 

removed from a node, its number of child nodes change. In order to maintain the pre-defined 

range, internal nodes may be joined or split. Because a range of child nodes is permitted, B-

trees do not need re-balancing as frequently as other self-balancing search trees, but may waste 

some space, since nodes are not entirely full. The lower and upper bounds on the number of 

child nodes are typically fixed for a particular implementation [7]. A B-tree is kept balanced by 

requiring that all external nodes are at the same depth. B-trees have substantial advantages over 

alternative implementations when node access times far exceed access times within nodes. This 

usually occurs when most nodes are in secondary storage such as hard drives. By maximizing 

the number of child nodes within each internal node, the height of the tree decreases, balancing 
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occurs less often and efficiency increases [8]. A B-Tree of order m (the maximum number of 

children for each node) is a tree which satisfies the following properties: 

1. Every node has <= m children.  

2. Every node (except root and leaves) has >= m/2 children.  

3. The root has at least 2 children.  

4. All leaves appear in the same level, and carry no information.  

5. A non-leaf node with k children contains k – 1 keys  

 

 The B-Tree is actually a tree where the lower and the upper node limits (‘a’ and ‘b’) are given. 

Following are the various ways of implementing B-Tree. 

a) 2-3 Tree 

b) 2-3-4 or 2-4 tree 

c) B+ tree 

 

a) 2-3 Tree 

2-3 tree in computer science is a B-tree that can contain only 2-nodes (a node with 1 field and 2 

children) and 3-nodes (a node with 2 fields and 3 children). The leaf node is an exception to 

this. It has no children and two data element [9]. 

              

a 2-node                   a 3-node 

Fig.2.1 Showing a 2-node and 3-node    Fig. 2.2 An example of 2-3 tree. 

Properties 

 Every non-leaf node has 2 or 3 children  

 All leaves are at the same level (the bottom level)  

 All data is kept in sorted order  

 Every non-leaf node will contain 1 or 2 fields.  

b) 2-3-4 Tree 

A 2-3-4 tree in computer science is a B-tree of order 4. Like B-trees in general, 2-3-4 trees are 

a kind of self-balancing data structure that can be used as a dictionary. They can search, insert 

and delete in O(log n) time, where n is the number of elements in the tree. 2-3-4 trees are 

relatively difficult to implement in most programming languages because of the large number 

of special cases involved in operations on the tree. [9][10]. 

Properties - 2-3-4 trees store data as individual items called elements. These are grouped into 

nodes. Each node is either 

 a 2-node, i.e. it contains 1 element and has 2 children, or  

 a 3-node, i.e. it contains 2 elements and has 3 children, or  

 a 4-node, i.e. it contains 3 elements and has 4 children.  
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a 2-node                     a 3-node          a 4-node 

Fig.2.3 Showing a 2-node, a 3-node and a 4-node                  Fig. 2.4 An example of 2-3-4 tree.   

c) B+ Tree- The primary value of a B+ tree is in storing data for efficient retrieval in a 

block-oriented storage context. Given a storage system with a block size of b, a B+ tree which 

stores a number of keys equal to a multiple of b will be very efficient when compared to a 

binary search tree. 

 

Fig. 2.5 A simple B+ tree example linking the keys 1-7 to data values d1-d7. 

Properties 

For a b-order B+ tree with h levels of index: 

 The maximum number of records stored is n = bh  

 The minimum number of keys is 2(b / 2)h − 1  

 The space required to store the tree is O(n)  

 Inserting a record requires O(logbn) operations in the worst case  

 Finding a record requires O(logbn) operations in the worst case  

 Removing a (previously located) record requires O(logbn) operations in the worst case  

 Performing a range query with k elements occurring within the range requires O(logbn 

+ k) operations in the worst case [11]. 

2.1.2  Binary tree data structure 

In computer science, a binary tree is a tree data structure in which each node has at most two 

children. Typically the child nodes are called left and right. Binary trees are commonly used to 

implement binary search trees and binary heaps [12][13][14]).  

 

 

 

 

Fig 2.6 A simple binary tree of size 9 and height 3, with a root node whose value is 2.  

The most commonly used binary trees are binary search tree and self balancing binary search 

trees. Following are the various ways of implementing Binary Tree.  
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i. Binary heap 

ii. Binary search tree  

iii. Self-balancing binary search trees  

 AVL tree   

 Red-black tree  

 AA tree  

 Scapegoat tree  

 Splay tree  

i. Binary heap 

A Binary heap is a heap data structure created using a binary tree. It can be seen as a binary 

tree with two additional constraints: 

 The shape property: all levels of the tree, except possibly the last one (deepest) are 

fully filled, and, if the last level of the tree is not complete, the nodes of that level are 

filled from left to right.  

 The heap property: each node is greater than or equal to each of its children according 

to some comparison predicate which is fixed for the entire data structure.  

ii. Binary search trees 

In computer science, a binary search tree (BST) is a binary tree data structure which has the 

following properties: 

 each node (item in the tree) has a value;  

 a total order (linear order) is defined on these values;  

 the left sub-tree of a node contains only values less than the node's value;  

 the right sub-tree of a node contains only values greater than or equal to the node's 

value.  

 

 

 

Fig. 2.7 A binary search tree of size 9 and depth 3, with root 8 and 

leaves 1, 4, 7 and 13 

Binary search trees are a fundamental data structure used to construct more abstract data 

structures such as sets, multi sets, and associative arrays [15][16][17][18][19]). 

iii. Self Balancing Binary Search Tree 

In computer science, a self-balancing binary search tree or height-balanced binary search tree is 

a binary search tree that attempts to keep its height, or the number of levels of nodes beneath 

the root, as small as possible at all times, automatically. It is one of the most efficient ways of 

implementing associative arrays, sets, and other data structures [18][20][21]. Popular data 

structures implementing this type of tree include: 

a) Red-black tree  

b) AA tree  

c) AVL tree  

d) Splay tree  

e) Scapegoat tree  
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a) Red-black tree 

A red-black tree is a type of self-balancing binary search tree, a data structure used in computer 

science, typically used to implement associative arrays. It is complex, but has good worst-case 

running time for its operations and is efficient in practice: it can search, insert, and delete in 

O(log n) time, where n is the number of elements in the tree [22][23]. In red-black trees, the 

leaf nodes are not relevant and do not contain data. To save memory, sometimes a single 

sentinel node performs the role of all leaf nodes. All references from internal nodes to leaf 

nodes instead point to the sentinel node. Red-black trees, like all binary search trees, allow 

efficient in-order traversal of elements provided that there is a way to locate the parent of any 

node [24]. In addition to the ordinary requirements imposed on binary search trees, the 

following additional requirements of any valid red-black tree apply: 

1. A node is either red or black.  

2. The root is black.  

3. All leaves are black. (The leaves are the null children.)  

4. Both children of every red node are black.  

5. Every simple path from a node to a descendant leaf contains the same number of black 

nodes. (counting or not counting the null black nodes, it doesn't make a difference as 

long as you are consistent)  

b) AA tree 

An Arne Andersson tree (AA tree) in computer science is a red-black tree with one additional 

rule. Unlike red-black trees, RED nodes on an AA tree can only be added as a right sub-child. 

In other words, no RED node can be a left sub-child. The AA-Tree is considered as a simpler 

to code variant of the red-black tree and satisfies the following properties [25][26]: 

1. Every node is colored red or black 

2. The root node has to be black 

3. Every leaf is a NIL node, and is colored black 

4. If a node is red, then both its children are black 

5. Every simple path from a node to a descendant leaf contains the same number of 

black nodes 

6. Left children may not be red.  

c) AVL Tree 

AVL tree is named after G.M. Adelson-Velsky and E.M. Landis. An AVL tree is a special type 

of binary tree that is always "partially" balanced. An AVL tree is a binary tree in which the 

difference between the height of the right and left sub-trees (or the root node) is never more 

than one; therefore it is also called height-balanced. Lookup, insertion, and deletion all take 

O(log n) time in both the average and worst cases. Additions and deletions may require the tree 

to be rebalanced by one or more tree rotations [27][28][29][30][31][32][33]). 

d) Splay Tree 

Splay Trees were invented by Sleator and Tarjan. A splay tree is a self-balancing binary search 

tree with the additional unusual property that recently accessed elements are quick to access 

again. It performs basic operations such as insertion, look-up and removal in O(log(n)) 

amortized time. For many non-uniform sequences of operations, splay trees perform better than 

other search trees, even when the specific pattern of the sequence is unknown 

[34][35][36][37][38][39]).  

d) Scapegoat Tree 
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In computer science, a scapegoat tree is a self-balancing binary search tree, invented by Igal 

Galperin and Ronald L. Rivest. It provides worst-case O(log n) lookup time, and O(log n) 

amortized insertion and deletion time. 

A binary search tree is said to be weight balanced if half the nodes are on the left of the root, 

and half on the right. An α-weight-balanced is therefore defined as meeting the following 

conditions: 

  size(left) <= α*size(node)   size(right) <= α*size(node)  

A binary search tree that is α-weight-balanced must also be α-height-balanced, that is 

  height(tree) <= log1/α(NodeCount)  

Scapegoat trees are not guaranteed to keep α-weight-balance at all times, however are always 

loosely α-height-balance in that 

  height(scapegoat tree) <= log1/α(NodeCount) + 1  

This makes scapegoat trees similar to red-black trees in that they both have restrictions on their 

height. They differ greatly though in their implementations [40][41][42]. 

3.  Result 

 

By counting the steps of various operations of B trees and binary trees structures we get the 

result shown in the table below. 

Table 3.1 Average steps for operations of B-trees & Binary trees 

 
Average steps in 

Creation 

Average steps in 

Insertion 

Average steps in 

Deletion 

Average steps 

in Searching 

2-3 B Tree 2.6 5 6 1.6 

2-3-4 B Tree 2.4 3 4 1.8 

B+ Tree 4.2 4.6 3.4 3 

Binary Heap 2.6 4.8 4 3 

Binary Search 

Tree 
2.2 3 3.6 2.2 

AVL Tree 3 4.6 5 2.2 

RB Tree 3.4 4.8 5.4 2.2 

AA Tree 4.2 6.2 5.4 2.2 

Scapegoat Tree 3 4.8 3.2 2.2 

Splay Tree 3.4 6 6.2 5 

 

3.1 Conclusion  
From this table we can easily find out that: 

i) 2-3 B tree is best for search-oriented applications like dictionary or directory. 

ii) 2-3-4 tree is best for insertion oriented applications. 

iii) Binary search tree is best where we frequently have to create new list of elements or 

insert new elements. 

iv) Scapegoat tree is best for deletion-oriented applications. 

v) We can also say that for the applications where all operations are of nearly equal 

importance we may use binary search tree or 2-3-4 B tree. 

 

4  Future scope 
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The comparison made among different tree data structure is based on a single set of random 

data. The use of single random data can’t show all the advantages or disadvantages of the tree 

structures depending upon some of their special characteristics. 

In future it is possible to compare these tree structures after taking into consideration their 

various special characteristics, so that we get the complete data about them to find out their use 

in some particular applications. This comparison can be done easily by taking more than one 

set of data elements for all of them. These sets of data elements should explore all the 

properties of these tree data structures. 
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